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Artificial Intelligence (AI) is not politically neutral. It tri�ers fundamental

concerns about power, equity, and governance. As the UK Government seeks

to increase the adoption of AI, it is important to understand public

perceptions of these tools, and how those perceptions are shaped by people’s

political attitudes. This report analyses how political orientation – measured

along left/right and libertarian/authoritarian dimensions – shapes attitudes

toward AI technologies and their regulation. 

Political orientation shapes public perceptions of

AI 

People’s perceptions of the benefits and disadvantages of different AI

applications are linked to their political orientations.

Political orientation shapes how people evaluate

AI's benefits and concerns

Political orientation is related to the specific concerns people have about AI

applications, and the particular benefits they perceive.

Across a range of applications, people holding right-wing views are more

likely to feel that the benefits of AI outweigh their concerns

•

People with authoritarian views are more positive than those holding

libertarian views about technologies like facial recognition in policing and

the use of AI for determining welfare eligibility

•

The influence of political orientation on perceptions of AI depends on the

use, with some uses (notably facial recognition in policing and determining

welfare eligibility) being more strongly associated with political views than

others 

•

People with libertarian views or left-wing views care more about the impact

of AI tools on fairness and accuracy than those with authoritarian or right-

wing views

•
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Support for AI regulation spans political divides 

Support for AI regulation is broadly similar across the political spectrum

People with authoritarian views or right-wing views are more likely than

those with libertarian or left-wing views to perceive benefits related to

speed and accuracy  

•

Support for AI regulation is equally high among people with right-wing

views as it is among those with left-wing views
•

Factors such as digital skills and income may have more of an influence

than political orientation on attitudes to regulation 
•
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Introduction
Artificial technologies are permeating societies and economies, shaping the

way that people interact with each other and with organisations of all kinds,

and how they go about their daily lives. There is not an agreed definition of

what artificial intelligence (AI) means. But broadly, it describes the use of

computers and digital technology to perform complex tasks commonly

thought to require human reasoning and logic. AI systems typically analyse

large amounts of data to draw insights or identify patterns to achieve specific

goals. They can sometimes take actions autonomously, that is without human

direction. 

With the advent of Open AI’s Large Language Model (LLM), ChatGPT, at the

end of 2022, followed by a whole range of LLMs (so-called ‘generative AI’)

from other companies, people now interact with AI directly. LLMs, such as

ChatGPT, Gemini, Claude, and Llama, among others, are AI systems trained on

text data that can generate natural-language-like responses to inputs or

prompts (Council of the European Union, 2023). They can be used to find

information or advice and to generate content in the form of images or text,

allowing a whole new range of ways in which AI can have societal influence. 

As governments around the world begin to develop and implement national AI

strategies, it is important that we understand public attitudes toward these

technologies. In the UK, the Government’s AI Opportunities Action Plan

articulates a vision for developing and deploying AI to enhance public

services, drive productivity gains and foster shared economic prosperity

(Department of Science, Innovation and Technology, 2025). But whether and

how these benefits are realised will depend, in part, on how people respond to

these tools.

Consequently, attitudes to AI matter for at least three key reasons. First,

understanding public hopes, concerns and experiences of AI technologies can

inform the responsible design, development, and deployment of AI, helping AI

developers to build the kind of AI-enabled society that people want. Second,

achieving governmental aspirations for AI and its benefits for the economy

and society will depend on AI being adopted, which in turn will be associated



National Centre for Social Research
BSA 42 | Artificial intelligence 6

with how people feel about these technologies, and the extent to which they

perceive benefits or harbour concerns. Third, as governments contend with

regulating rapidly evolving AI technologies, understanding possible ideological

differences over AI is important to ensure the viability and acceptability of

proposed regulatory frameworks.

AI technologies tri�er fundamental political concerns about power, equity,

and governance. Some scholars argue that AI threatens both material

interests – such as job security and economic stability – and deeper identity-

based values by challenging human uniqueness and autonomy (Han et al.,

2021). Media narratives often portray AI as creating clear ‘losers’, such as

workers displaced by automation and marginalised communities affected by

algorithmic bias, while highlighting the ‘winners’ who benefit from

technological progress (Fast & Horvitz, 2017). Some commentators have

argued that current AI implementations already reflect certain political

attitudes more than others, by prioritising values of efficiency and economic

growth over those of accountability and human rights (Neff, 2024). 

These political dimensions to attitudes to AI are underscored by earlier

research, which points to political orientation as a powerful predictor of

people’s attitudes toward technological innovation and government

regulation. From nuclear power to environmental technologies and genetic

engineering, research consistently shows that political beliefs influence how

people assess technological risks and benefits (O’Shaughnessy et al., 2023;

König et al, 2023). For specific applications of AI, evidence su�ests that there

is a small, statistically significant relationship between political attitudes and

preferences for the regulation and use of autonomous vehicles and AI

assistants (Hemesath and Tepe, 2023; König et al, 2024; Mack et al, 2021).

Research is also beginning to su�est that support for AI regulation is shaped

more by political ideology than by self-interest or perceptions of societal

benefits (O’Shaughnessy et al., 2023). Evidence from the United States (US)

su�ests that political conservatives tend to view AI as risky but oppose

regulatory oversight (Castelo & Ward, 2021; O’Shaughnessy et al., 2023).

However, there is a gap in understanding how these ideological dimensions

shape attitudes to AI in the UK. Most studies on the relationship between

political attitudes and attitudes to AI have been undertaken elsewhere  ,
while UK-based surveys of public attitudes to AI (CDEI, 2022; Royal Society &

[1]
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IPSOS Mori, 2017) have largely overlooked political orientation as a potential

influence on people’s attitudes.

How specifically might we expect attitudes to AI in the UK to be associated

with political attitudes? We focus in this report on two possibilities – that

those on the left view AI differently from those on the right, and that

libertarians have a different perspective from those of a more authoritarian

outlook.

Given the differences in their social priorities, we might expect people on the

political left and those on the right to have different views about the main

benefits and risks of AI. For instance, because of their focus on economic

growth, people holding right-wing views may be more likely to engage with the

supposed benefits of speed and efficiency that AI will bring; conversely, those

with left-wing views may be more concerned about the risks of unequal

impacts or people losing their jobs. Predicting the impact of these perceived

benefits and concerns on overall attitudes may therefore be difficult, as it will

depend on the strength of people’s opinions on the different elements.

However, perhaps the fact that the benefits of AI are typically framed in

terms that might appeal to the right, while the risks termed in ways that might

concern the left, means that people to the right will be consistently more

positive about AI than those on the left? 

Meanwhile, people with a libertarian outlook may be more likely to view AI

technologies positively as innovations that could increase market competition

and widen human choice, and would advocate freedom for people to make

their own choices about how to use AI-enabled tools. At the same time, given

their preference for minimal state intervention, we might expect libertarians

to be less positive about use of AI in the public sector, where they might see

these technologies as allowing the state to become more heavy handed, and

more likely to impact on people’s personal freedoms. Authoritarians,

meanwhile, who are traditionally more conservative in their outlook, may, on

the one hand, be more concerned about the potentially socially disruptive

nature of technological change, but on the other hand might see

opportunities for enhancing the ability of the state to improve social order.

These potentially contrasting opinions again make it difficult to predict the

impact on overall perceptions of AI, and perhaps much depends on the use to
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which AI is put. Attitudes towards its use by, say the police, may not be the

same as its deployment by the health service.  

Views on governance and regulation should, in principle, be easier to predict.

In general, people with right-wing attitudes tend to be supportive of de-

regulation and allowing the free market to flourish, encourage competition,

and reap economic rewards. Those with left-wing attitudes are more likely to

emphasise the need for regulation in order to avoid potentially harmful

effects on equality and jobs. However, might some of the concerns that people

have about particular uses of AI over-ride these more general stances?

This study aims to fill these gaps in our knowledge by analysing how political

orientation is associated with attitudes towards AI and its governance in the

UK. To do so, it draws on a new survey of attitudes to AI, undertaken as part of

the NatCen Opinion Panel   and which, in contrast to previous research,

examines this relationship for a range of specific AI applications rather than

just for AI in general  . 

In doing so, it will attempt to answer three distinct research questions. How do

individuals with different political orientations perceive the benefits and

concerns associated with different applications of AI? To what extent does

political orientation shape perceptions of the risks and benefits of AI, such as

its potential to increase efficiency, exacerbate discrimination, or replace jobs?

And how does political orientation relate to views about AI governance and

regulation? The report will conclude by discussing the policy implications of

the answers obtained to these questions, and what they might mean for both

societal adoption and the government’s future AI plans.

[2]

[3]
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The costs and benefits of AI
AI is becoming part of everyday life. When designed responsibly and safely,

these technologies have the potential to improve people’s lives. However,

concerns persist that AI could also exacerbate socioeconomic inequalities

that can already be observed in the social and political landscape. To

understand people’s perceptions of the costs and benefits of AI, we asked

them about eight different AI technologies: facial recognition in policing,

determining welfare eligibility, loan repayment risk, detecting the risk of

cancer, mental health chatbots, large language models (LLMs), robotic care

assistants, and driverless cars. For each application, we asked people whether

they thought this particular use of AI would be beneficial, using a scale

running from “very” or “fairly” beneficial to “not very” or “not at all”

beneficial. We then also asked them about the extent to which they were

concerned about this particular use of AI, using a scale running from “very” or

“fairly” concerned, to “not very” or “not at all” concerned. 

To compare people’s overall perceptions of benefit and concern, we calculated

a ‘net benefit’ score for each AI application, by subtracting each respondent’s

concern score from their benefit score, with a positive score indicating that

perceived benefit outweighs concern, and a negative score su�esting the

reverse.  

As shown in Figure 1, for four of the uses of AI asked about, people record, on

average, a positive net benefit score – namely assessing risk of cancer from a

scan, facial recognition for policing, LLMs, and assessing loan repayment risk.

For the other four uses, people are more negative, with concern outweighing

perceived benefit: these were robotic care assistants, assessing welfare

eligibility, mental health chatbots and driverless cars. The uses of AI perceived

as having the greatest net benefit are facial recognition in policing and

assessing the risk of cancer from scans, while the least beneficial are

perceived to be mental health chatbots and driverless cars.

As we might expect, substantial differences in attitudes towards AI were

found among different demographic groups, particularly when they might

expect to be differentially affected by these technologies. Notably, 57% of
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people from a Black minority ethnic group are concerned about facial

recognition for policing, compared with 39% of the public as a whole. This

difference reflects growing evidence that such a use of AI has been shown to

exhibit bias towards people from minoritised ethnic groups (e.g., Buolamwini

and Gebru, 2018; Leslie, 2020). People from low-income backgrounds are

significantly more concerned about all of the uses of AI we asked about, and

perceive fewer benefits than those with higher incomes (see Modhvadia et al,

2025 for further details). These data point to potential inequities in how AI

technologies are perceived and experienced by different sociodemographic

groups.

Figure 1. Net benefit scores, by AI application

But is political orientation associated with people’s views towards different AI

technologies? As noted earlier, we suspect that the relationship between

political orientation and people’s perceptions of AI will vary depending on the

specific AI application being considered. For example, we might expect people

with right-wing views to be more likely to support the use of AI for calculating

eligibility for welfare payments, on the basis that automated rules may be

more likely to be enforced. Those with left-wing views, in contrast, may be

more concerned about the risk of inequitable decisions being made.

To understand these relationships, we examine whether political orientation,

as measured by two Likert scales that are included as standard on the British

Social Attitudes (BSA) and thus have also been asked of all members of the

NatCen Opinion Panel, is related to perceptions of the benefits of AI
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applications. One of these scales identifies whether people are on the left or

on the right, the other whether they are libertarian or authoritarian in

outlook. (Further details on the derivation of these scales are available in the

Technical Details). For the purpose of these analyses and those appearing

later in the report, we divide respondents first, into the one-third most ‘left-

wing’ and the one-third most ‘right-wing’ and, second, the one-third most

libertarian and the one-third most authoritarian, in each case based on their

scores on the relevant scale. 

Those with right-wing views are more likely than those with left-wing views to

think the benefits of AI outweigh the concerns. Table 1 shows that those with

right-wing views have net benefit scores that are consistently higher than

those with left-wing views in all cases, except with regard to driverless cars.

This difference is particularly pronounced for the use of facial recognition for

policing and the use of AI to determine welfare eligibility. 

People with right-wing views perceive positively some uses of AI that people

with left-wing views perceive negatively overall – namely determining loan

repayment risk, robotic care assistants, and determining welfare eligibility.

Looking at the benefit and concern scores separately su�ests that these

differences result from the fact that those with left-wing views report higher

levels of concern across most technologies, compared with people with right-

wing views, while the two groups’ perceptions of benefit are more similar. For

example, while 36% and 35% of people with left-wing and right-wing views

respectively report mental health chatbots to be beneficial, 68% of people

with left-wing views say they are concerned by this use of the technology,

compared with 59% of people with right-wing views. 
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Table 1. Net benefit scores, by left-right wing views

Left Right Difference 

AI use      

Cancer risk 1.3 1.4 +0.1

Facial recognition in policing 0.8 1.5 +0.7

Large language models 0.3 0.4 +0.1

Loan repayment risk -0.1 0.4 +0.5

Robotic care assistants -0.1 0 +0.1

Welfare eligibility -0.6 0.2 +0.8

Mental health chatbot -0.7 -0.4 +0.3

Driverless cars -0.7 -0.7 0.0

Note: Positive scores indicate perceptions of benefit outweigh concerns

while negative scores indicate concerns outweigh benefits.  Scores can

range from -3 to +3. 

Unweighted bases can be found in Appendix Table A.1 of this chapter.

There is less of a consistent difference between the scores of those with

libertarian views and those with an authoritarian outlook, with the direction

of difference not always operating in the same direction. That said, Table 2

shows that people with authoritarian views feel the benefits of AI outweigh

their concerns in the case of five uses – facial recognition for policing,

assessing risk of cancer, LLMs, assessing loan repayment risk and assessing

welfare eligibility. Their net benefit score is particularly high for the use of

facial recognition in policing, especially when compared with those with

libertarian views. These data align with previous research, which finds that

the use of AI for facial recognition in policing is particularly likely to appeal to

people with authoritarian views (Peng, 2023). Meanwhile, libertarians have

more positive net benefit scores than authoritarians for the majority of

private sector AI applications, such as robotic care assistants and driverless
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cars, perhaps reflecting their view of AI as potentially increasing human

choice by widening the range of options for undertaking various tasks.

The difference in attitudes between these two groups is also notable in

relation to the use of AI to assess welfare eligibility, where those with

libertarian views, unlike those with an authoritarian outlook, feel the

concerns around this technology outweigh potential benefits. This view may

feed their concern for the possibility of more heavy handed state

intervention, when AI is used in the public sector. 

Table 2. Net benefit scores, by libertarian-authoritarian

views 

Libertarian Authoritarian Difference

AI use      

Cancer risk 1.4 1.4 +0.0

Facial recognition in policing 0.7 1.6 +0.9

Large language models 0.2 0.4 +0.2

Loan repayment risk 0 0.3 +0.3

Robotic care assistants 0.1 -0.2 -0.3

Welfare eligibility -0.5 0.2 +0.7

Mental health chatbot -0.6 -0.5 +0.1

Driverless cars -0.4 -0.9 -0.5

Note: Positive scores indicate perceptions of benefit outweigh concerns

while negative scores indicate concerns outweigh benefits. Scores can range

from -3 to +3. 

Unweighted bases can be found in Appendix Table A.2 of this chapter.
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To better understand the relationship between political orientation and net

benefit scores (whether benefits outweigh concerns, or vice versa), we

conducted a multivariate analysis (linear regression) to assess to what extent

net-benefit scores are associated with political orientation, once a number of

demographic characteristics have been controlled for – namely ethnicity,

digital skills, income, age and education. Previous analysis of these data

highlighted that ethnicity, digital skills and income are associated with overall

attitudes to AI (Modhvadia et al., 2025). We also anticipated that age and

education may be linked. Studies su�est older people reject new

technologies, feeling they are not useful in their personal lives (Zhang, 2023) –

while we expect that those with higher levels of education may have higher

levels of digital literacy and openness to new technologies.  

The results of our analysis are presented in the appendix (Table A.3). They

show that for the majority of uses of AI, political orientation remains

significantly associated with perceptions of net benefit, even once the

relationships between attitudes to AI and these demographic variables have

been controlled for. The net benefit scores of people with more right-wing

views are significantly higher for nearly all of our AI applications. The only

exception is driverless cars, the application that is most negatively perceived

by all of our respondents. The strength of these relationships is, however,

relatively low. Similarly, people with authoritarian views have significantly

higher net benefit scores for facial recognition in policing, the use of AI in

determining welfare benefits, the use of AI in determining loan repayment risk,

LLMs and mental health chatbots, even once the relationships with other

demographic variables have been controlled for. The only instance where

people with authoritarian views have significantly lower net benefit scores,

compared with those holding libertarian views, is in relation to driverless cars.

However, again, the strength of these relationships is variable. It is strongest

for facial recognition in policing and weakest for mental health chatbots.

These findings su�est that political orientation is associated with attitudes

to AI, even when other demographic differences have been controlled for, but

that the magnitude of this association depends on the use to which AI is

applied.

In terms of our control variables, ethnicity, digital skills, income and age were

found to be associated with how people view each use of AI. Black and Asian

people are less likely to perceive facial recognition in policing as beneficial,
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while they are more likely to see benefits for LLMs and mental health

chatbots. Those with higher digital skills are generally more positive about

most of the applications of AI, with this association being strongest in the

case of robotic care assistants. Having a higher income is related to more

positive perceptions of all of the AI uses, while older people (aged 55 years

and over) are more positive about the use of AI in health diagnostics

(detecting cancer risk) and justice (facial recognition in policing) but are more

negative about LLMs and robotic care assistants.

Common benefits and concerns
The net benefit scores discussed so far provide a summary measure of the

balance of benefit and concern for eight different applications of AI. To

understand the reasons for these assessments, in each case we asked

respondents to identify from a list the specific benefits and concerns they

associate with each AI technology. For example, for facial recognition in

policing, we provided the following list of possible benefits:

Make it faster and easier to identify wanted criminals and missing

persons

Be more accurate than the police at identifying wanted criminals and

missing persons

Be less likely than the police to discriminate against some groups of people

in society when identifying criminal suspects

Save money usually spent on human resources

Make personal information more safe and secure

Our list of possible concerns that people might have about the same AI

application were as follows:

Cause delays in identifying wanted criminals and missing persons

Be less accurate than the police at identifying wanted criminals and

missing persons

Be more likely than the police to discriminate against some groups of

people in society

Lead to innocent people being wrongly accused if it makes a mistake

Make it di�cult to determine who is responsible if a mistake is made 
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Gather personal information which could be shared with third parties

Make personal information less safe and secure

Lead to job cuts (for example, for trained police o�cers and sta�)

Cause the police to rely too heavily on it rather than their professional

judgements

While each list was tailored to the specific technology being asked about, the

benefits and concerns included in each list had common themes (such as

efficiency and bias). Respondents were able to select as many options from

each list as they felt applied, as well as “something else”, “none of the above”

and “don’t know”.

Across all of our respondents, the most commonly selected benefit for each

use of AI related to economic efficiency and/or speed of operation.

Meanwhile, the most commonly selected concerns were about over-reliance

and inaccuracy. For example, in the case of facial recognition technology in

policing, 89% feel that faster identification of wanted criminals and missing

persons is a potential benefit, while 57% think that overreliance on this

technology is a concern. (Further details of these results are available in

Modhvadia et al (2025)).  

But how does political orientation shape these views? We found that people

across the political spectrum tend to highlight similar types of benefits and

concerns – but that the degree to which they do so varies. The next sections

focus on four specific themes: speed (i.e. completing tasks faster than

humans), inaccuracy, job displacement, and discrimination. These themes

reflect broader concerns about efficiency and fairness – areas where political

orientation is especially likely to influence attitudes, as discussed in the

Introduction. As before, to analyse these differences, we have divided people

into three equally-sized groups along the two ideological dimensions and

compare the results for the two groups at each end.

Speed and efficiency

We found some support for the theory, set out previously, that those with

right-wing views might be more likely to value the economic efficiency that

might be delivered by AI. Improving the speed and efficiency of services was
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more commonly selected as an advantage by those with more right-wing views

than those with more left-wing views in the case of determining eligibility for

welfare benefits like Universal Credit, and using AI for determining an

individual’s risk level for repaying a loan. As shown in Table 3, 55% of those

with right-wing views select this benefit for determining welfare eligibility,

compared with 49% of those with left-wing views, and 61% select the same

benefit for loan repayment risk, compared with 56% of those with left-wing

views. However, these differences are small and only apparent in uses of AI

that relate to the distribution of financial resources.

Table 3. Perceptions about AI-enabled speed and efficiency, by political

orientation (left vs right)

Left Right Difference

AI use      

% seeing benefits related to speed and e�ciency for….      

Cancer risk 85 85 +0

Facial recognition in policing 87 90 +3

Large language models 57 56 -1

Loan repayment risk 56 61 +5

Robotic care assistants 50 48 -2

Welfare eligibility 49 55 +6

Mental health chatbot 52 50 -2

Driverless cars 35 30 -5

Unweighted base 1079 1078  

Differences between those with authoritarian views and those with a

libertarian outlook in their beliefs about the potential for AI to improve speed

and efficiency are more prominent. As shown in Table 4, those with libertarian
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views tend to be more likely to see speed and efficiency as key benefits of

most AI applications, perhaps seeing possibilities for the opening up of human

choice and market competition from AI innovations. For example, 62% of

those with libertarian views select this benefit for large language models,

compared with only 50% of those with authoritarian views. The only

exception to this pattern is in relation to facial recognition for policing, where

91% of those with authoritarian views feel efficiency to be a key benefit,

compared with 86% of those with libertarian views. This may be because, as

compared with those with libertarian views, those with an authoritarian

outlook are more positive about the use of facial recognition in policing

irrespective of how it is undertaken. In contrast, the low figure of 25% for

those with authoritarian views seeing efficiency gains from driverless cars

(compared with 40% of those with libertarian views) may reflect a sense of

the possible legal issues and potential chaos that could result from this (as yet

untested in a UK setting) AI innovation on Britain’s roads.
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Table 4. Perceptions of AI-enabled speed and efficiency, by political orientation

(libertarian vs authoritarian) 

Libertarian Authoritarian Difference

AI use      

% seeing benefits related to speed and e�ciency

for….

     

Cancer risk 86 82 -4

Facial recognition in policing 86 91 +5

Large language models 62 50 -12

Loan repayment risk 60 55 -5

Robotic care assistants 54 42 -12

Welfare eligibility 55 52 -3

Mental health chatbot 58 46 -12

Driverless cars 40 25 -15

Unweighted base 1082 1081  

Inaccuracy and inequalities

As shown in Table 5, those with left-wing views are generally more worried

than those with right-wing views about inaccuracy and inequity, although this

difference is more pronounced for some uses of AI, compared with others.

Most markedly, 63% of those with left-wing views are concerned that facial

recognition in policing could lead to false accusations, whereas only 45% of

those with right-wing views express this concern. People with left-wing views

are also markedly more worried about inaccuracy in terms of welfare

eligibility and loan repayment. 
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Table 5. Concern about inaccuracy in AI technologies, by

political orientation (left v right) 

Left Right Difference

AI use      

% with concerns related to inaccuracy

for….

     

Cancer risk 25 23 -2

Facial recognition in policing 63 45 -18

Loan repayment risk 30 22 -8

Robotic care assistants 44 41 -3

Welfare eligibility 43 28 -15

Mental health chatbot 51 46 -5

Driverless cars 46 40 -6

Unweighted base 1079 1078  

Note: Inaccuracy concerns were not in the selection list for LLMs

Similarly, Table 6 shows that 23% of those with left-wing views are worried

about discriminatory outcomes in the use of AI to determine welfare eligibility,

compared with just 8% of those with right-wing views. Even for the application

of AI in cancer risk assessment, a use that is consistently positively viewed

across those with different political orientations, 27% of those with left-wing

views are concerned about the technology being less effective for some

groups of society, leading to discrimination in healthcare. The comparable

figure is 17% for those with right-wing views. 
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Table 6. Concern about AI-enabled discriminatory outcomes, by political

orientation (left v right)

Left Right Difference

AI use      

% with concerns related to discriminatory outcomes

for….

     

Cancer risk 27 17 -10

Facial recognition in policing 24 9 -15

Loan repayment risk 24 13 -11

Robotic care assistants 27 23 -4

Welfare eligibility 23 8 -15

Mental health chatbot 16 8 -8

Driverless cars 28 23 -5

Unweighted base 1079 1078  

Note: Discriminatory concerns were not in the selection list for LLMs

Research su�ests that people who hold more authoritarian views are less

likely to be concerned about discrimination or fairness (Curtice, 2024),

leading us to anticipate that they are less likely to be concerned about the

impact that AI technologies might have on minority groups. Our data support

this theory. As shown in Table 7, for most applications of AI, those with

libertarian views appear to be more concerned than those with an

authoritarian outlook about discrimination. For example, 25% of those with

libertarian views express concern that facial recognition in policing may

discriminate against certain groups, compared with 9% of those holding

authoritarian views. A similar pattern can be found in attitudes towards the

use of AI for detecting the risk of cancer risk; 29% of those holding libertarian
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views worry about it leading to health inequalities, compared with 15% of

those with authoritarian views.

Table 7. Concern about AI enabled discriminatory outcomes, by political

orientation (libertarian v authoritarian)

Libertarian Authoritarian Difference

AI use      

% with concerns related to discriminatory outcomes

for….

     

Cancer risk 29 15 -14

Facial recognition in policing 25 9 -16

Loan repayment risk 20 14 -6

Robotic care assistants 26 26 0

Welfare eligibility 18 11 -7

Mental health chatbot 15 9 -6

Driverless cars 26 26 0

Unweighted base 1082 1081  

Note: Discriminatory concerns were not in the selection list for LLMs

In contrast, as shown in Table 8, worries about inaccuracy appear to depend

much more on the specific application of AI being considered, than to people’s

libertarian-authoritarian orientation. That said, 61% of those holding

libertarian views – but only 47% of authoritarians – are worried about false

accusations from facial recognition. Meanwhile, 39% of those holding

libertarian views are worried that the use of AI for determining welfare

eligibility may be less accurate than the use of professionals, compared with
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31% of those holding authoritarian views. However, the inverse pattern is

found in the case of robotic care assistants. 

Table 8. Concern about inaccuracy in AI technologies, by political

orientation (libertarian v authoritarian)

Libertarian Authoritarian Difference

AI use      

% with concerns related to inaccuracy

for….

     

Cancer risk 20 27 +7

Facial recognition in policing 61 47 -14

Loan repayment risk 24 26 +2

Robotic care assistants 39 47 +8

Welfare eligibility 39 31 -8

Mental health chatbot 51 46 -5

Driverless cars 39 45 +6

Unweighted base 1082 1081  

Note: Inaccuracy concerns were not in the selection list for LLMs

Job displacement

For all the AI applications, those with left-wing views are more concerned than

those with right-wing views about potential job losses. This is consistent with

existing research, which posits that left-wing individuals are more likely to

express concerns about job displacement and increasing social inequality

(Curtice, 2024). Table 9 shows that this concern is particularly high for both

robotic care assistants (where 62% are of those on the left worried about job
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loss, compared with 44% of those who are right-wing) and driverless cars

(where 60% are worried about job loss, compared with 47%). 

Table 9. Concern about job loss, by political orientation (left

vs right)

Left Right Difference

AI use      

% with concerns related to job loss

for….

     

Facial recognition in policing 46 37 -9

Large language models 48 37 -11

Loan repayment risk 46 37 -9

Robotic care assistants 62 44 -18

Welfare eligibility 50 38 -12

Mental health chatbot 47 32 -15

Driverless cars 60 47 -13

Unweighted base 1079 1078  

Note: Job loss concern not in selection list for cancer risk detection

Again, as shown in Table 10, the extent to which libertarians differ from

authoritarians in their level of concern about job losses depends on the use to

which AI is being put. More people with authoritarian views are worried in the

case of facial recognition in policing (44%, compared with 38% of those with

libertarian views) while more people with libertarian views are worried in

relation to general-purpose LLMs (46%, compared with 39% of people with

authoritarian views). For other applications of AI, levels of concern about job

losses are largely similar, irrespective of whether someone holds authoritarian

or libertarian views.
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Table 10. Concern about job loss, by political orientation (libertarian

vs authoritarian)

Libertarian Authoritarian Difference

AI use      

% with concerns related to job loss

for….

     

Facial recognition in policing 38 44 +6

Large language models 46 39 -7

Loan repayment risk 41 46 +5

Robotic care assistants 52 54 +2

Welfare eligibility 44 46 +2

Mental health chatbot 42 41 -1

Driverless cars 53 55 +2

Unweighted base 1082 1081  

Note: Job loss concern not in selection list for cancer risk detection

Taken together, these findings show that political orientation is linked to

particular beliefs about the key advantages and disadvantages of AI. In

general, people who are left-wing are more concerned than those with right-

wing views about inaccuracy, discrimination and job loss, perhaps reflecting a

broader concern they may have that AI technologies exacerbate inequalities in

society. People with libertarian views, more so than people with authoritarian

views, appear to be concerned about discrimination for most applications of

AI, while at the same time showing more optimism about the potential speed

and efficiency benefits that might come with these tools.

However, these findings also indicate that people’s attitudes towards AI and

their relationship with political orientation, depend on their attitude towards
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the particular use to which the technology is put. For instance, the greater

popularity of the use of facial recognition in policing among authoritarians

translates into greater enthusiasm for the various potential advantages that

it is thought AI could bring to this task. One possible explanation for the

different attitudes of people with libertarian and authoritarian views towards

the efficiency benefits of driverless cars may be that the more positive

attitudes of libertarians towards the technology in general, as an AI

innovation which opens up new possibilities for human choice (in this case of

transport options), lead them to perceive them as more efficient, while

authoritarians’ more negative views lead them to view driverless cars as less

likely to bring efficiency gains. Overall, individual buy-in for specific

applications of AI is likely to shape assessments of the potential benefits and

risks of that application.   

Political orientation and AI
regulation
We have clearly established then that political orientation shapes attitudes

towards AI. These patterns, along with the common concerns and benefits

that people have about AI, offer important clues about how different groups

might want these AI technologies to be governed. Previous research has found

that people who are left-wing are generally more likely to support greater

state intervention in the economy, and are more likely to support stricter

regulation of AI technologies (König et al, 2023). In contrast, right-wing

individuals may oppose regulatory overreach, prioritising market freedom and

economic growth achieved through AI-driven innovation. In this final section,

we assess how political views influence attitudes towards AI regulation. We

measured preferences for regulation by asking respondents what would make

them more comfortable with AI technologies being used, providing them with

the following options:

Clear explanations of how AI systems work and make decisions in general

Specific, clear information on how AI systems made a decision about you

More human involvement and control in AI decisions 

Clear procedures in place for appealing to a human specialist against a

decision made by AI 
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Assurance that the AI has been deemed acceptable by a government

regulator 

Laws and regulations that prohibit certain uses of technologies, and guide

the use of all AI technologies 

People’s personal information is kept safe and secure 

The AI technology is regularly evaluated to ensure it does not discriminate

against particular groups of people

Respondents were able to select as many options as they liked from the list of

measures that could increase their comfort with AI technologies. Overall, a

substantial majority of the public – 72% – think that laws and regulations

would make them feel more comfortable with AI technologies, up from 62% in

2023 (Modhvadia et al., 2025). This increased demand for regulation is worthy

of note, especially given that the UK is yet to introduce a comprehensive legal

framework for AI. For this reason, in Table 11, we focus on how political

orientation relates to people selecting either “laws and regulation” or

“assurance that the AI has been deemed acceptable by a government

regulator” as measures that would increase their comfort with AI being used.

Support for regulation is consistently high across both the left-right and

authoritarian-libertarian dimensions. Table 11 shows that over half of both

those holding right-wing and left-wing views feel assurance by a government

regulator would make them more comfortable with AI. Even higher proportions

of people feel laws and regulations that prohibit certain uses would make

them more comfortable with AI: this is the case for 70% of those with right-

wing views and 76% of those with left-wing views. Meanwhile, Table 12 shows

that tighter regulation is also popular among both libertarians and

authoritarians.

[4]
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Table 11. Preference for government regulation, by left-wing or right-wing views

Left Right

What would make you more comfortable with AI technologies being used? % %

Assurance that the AI has been deemed acceptable by a government regulator 58 55

Laws and regulations that prohibit certain uses of technologies, and guide the use of all AI

technologies

76 70

Unweighted base 1079 1078

Respondents who did not answer our questions about political orientation,

or answered with “don’t know”, are not included in this table

Table 12. Preference for government regulation, by libertarian or authoritarian views

Libertarian Authoritarian

What would make you more comfortable with AI technologies being used? % %

Assurance that the AI has been deemed acceptable by a government regulator 58 54

Laws and regulations that prohibit certain uses of technologies, and guide the use of

all AI technologies

77 67

Unweighted base 1079 1078

Still, people on the right and authoritarians are a little less likely than those on

the left and libertarians to say that government assurance and regulation

would make them feel more comfortable about AI. To examine whether these

small differences remain significant once their associations with other

characteristics are controlled for, we conducted a multivariate analysis

(logistic regression) with political orientation and key demographic

characteristics (ethnicity, digital skills, income, age and education) included as

predictors of attitudes to AI regulation. These characteristics were chosen

because either we have previously identified them as related to attitudes to AI
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(ethnicity, income and digital skills were associated with attitudes to AI in a

previous study, Modhvadia et al 2025), or because we anticipate they may

relate to engagement and preferences around new technologies (in the case of

age and education). The results of this model are presented in the appendix

(Table A.4).  

In three out of four instances, this analysis indicates that the differences,

though small, are statistically significant. Those on the right are less likely

than those on the left to say that either government assurance or regulation

would make them feel more comfortable about AI, while authoritarians are

less likely than libertarians to say the same of regulation. Other

characteristics, and in particular having digital skills and a higher household

income, appear to more strongly relate to preferences for regulation than

political orientation.

Conclusion 
In this report, we have investigated the relationship between political

orientation and public perceptions of AI technologies and their regulation. As

we expected, the findings reveal a significant correlation between political

orientation and the perceived benefits of and concerns about a wide range of

AI applications. Those with right-wing views are more positive than those with

left-wing views about nearly all the uses of AI about which respondents were

asked, a pattern which held true even when the associations between on the

one hand political orientations and attitudes towards AI, and on the other

hand, people’s demographic characteristics were controlled for. The

difference in attitudes between people with left-wing and right-wing views is

most pronounced in the case of facial recognition for policing and the use of

AI for assessing eligibility for welfare. Greater concern among those with

more left-wing views may be occasioned by worries about how these

technologies might have a negative impact on equity and fairness, as we found

that those with left-wing views are more likely to report worries about

inaccuracy, discrimination and job losses.

Where people stand on the authoritarian-libertarian dimension is also

associated with their attitudes to the uses of AI. Those holding authoritarian

views are more positive than those with libertarian views about several
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applications of AI. Specifically, those with authoritarian views are more likely

to perceive facial recognition technologies in policing as beneficial, su�esting

they may be more likely to perceive AI surveillance technologies more broadly

as beneficial too. This is likely to reflect their preference for security and

social order, where AI is viewed as an instrument to enhance these objectives.

Conversely, people with libertarian views express heightened concerns

regarding the potential for discriminatory outcomes from facial recognition

technology, an outlook that aligns with their emphasis on individual autonomy

and rights. They are also more likely than people with authoritarian views to

have concerns about possible discrimination by other AI applications, such as

in their use to predict cancer risk, provide mental health chatbots, and assess

both welfare eligibility and the likelihood that someone would repay a loan.

Three of these last four applications (the exception is loan repayment)

constitute the examples of the use of AI by the public sector covered by our

survey. Our findings su�est that attitudes towards public sector

applications, which impact people’s lives and liberty, may be more divisive

between people of different political orientations than are applications of AI

provided by private sector companies for consumers. Certainly, facial

recognition in policing and the use of AI to determine welfare eligibility appear

to be two particularly politically salient applications of AI, where there is

much debate over fairness, accuracy and equity. In contrast, private sector

consumer applications of AI, such as driverless cars (albeit universally

regarded negatively) and LLMs (viewed positively), seem to be viewed in a

similar fashion irrespective of people’s political orientation.

However, contrary to our expectations, we did not find a strong relationship

between political orientation and preference for the regulation of AI.

Irrespective of political orientation, we found that seven in 10 people feel laws

and regulations would make them more comfortable with AI. And although

support for regulation is somewhat lower among those who hold right-wing or

authoritarian views, the difference is marginal. Instead, socio-economic

factors such as income and digital skills appear to serve as more robust

predictors of attitudes to AI regulation.  

These findings are important for three key reasons. First, as the UK

government seeks to increase the use of AI, describing AI as “a golden

opportunity…an opportunity we are determined to seize” (UK Government,
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2025), they will need to understand people’s hopes and fears. Our findings

offer an understanding of the perceptions of the technology held by different

groups, as well as their likelihood of adopting AI applications in the future.

They provide policymakers with insight as to how they can encourage public

acceptance of AI, and the benefits that they should highlight for their

message to resonate with different constituencies. Our results show that

people carry with them values and expectations, such as worries about

discrimination, which differ across political ideologies.

Second, these findings reiterate the value of studying attitudes towards

specific uses of AI technologies. Our data su�est that some applications of AI

may be politically divisive – such as facial recognition in policing and the use

of AI to determine welfare eligibility – while other uses of AI, such as cancer

risk assessment, are met with similar levels of optimism or concern by those

with different political orientations. Future research would benefit from

working with the public to understand how attitudes towards specific uses of

AI affect the considerations that need to be taken into account when

deploying AI technologies.

Third, as the government considers options for regulating AI, it will be

important to understand where people’s concerns lie, and how opposition to

regulation might arise. Our findings show that the public want regulation

around AI, and this desire appears to be largely independent of political

orientation. As a minimum, it appears that there is public support for the

government to deliver on its commitment in the AI Opportunities Action Plan

(2025) to “funding regulators to scale up their AI capabilities”.

There are signs that, in the future, considerations like these will become more

important in the UK political landscape. In both the US and Europe, AI has

become politically salient. In the US, any moves towards AI safety, or AI

regulation have become controversial and divide explicitly along political fault-

lines. In the European Union (EU), AI regulation has been implemented more

comprehensively than anywhere else in the world, setting policymakers in

direct confrontation with US firms and, potentially, the US administration. The

UK has tried to follow a delicate path between these two extremes, but it

seems likely that issues such as digital services taxes, the Online Safety Act

and technology regulation more generally will become politically salient in the

future. Meanwhile, the public is increasingly using commercial LLMs, which
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show considerable potential to reshape – and bring US influences to bear

upon –  specific policy areas. Understanding of the political make-up of the

public with respect to the use of AI, AI adoption and AI regulation will become

increasingly helpful to politicians as they attempt to navigate this increasingly

important and politically contested field.
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Appendix

Table A.1. Net benefit scores across left-

right spectrum scale: unweighted bases

Left Right

AI use (N) (N)

Cancer risk 987 980

Facial recognition in policing 1,013 1,029

Large language models 846 814

Loan repayment risk 911 932

Robotic care assistants 908 894

Welfare eligibility 896 875

Mental health chatbot 851 807

Driverless cars 991 970
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Table A.2. Net benefit scores across libertarian-

authoritarian scale: unweighted bases

Libertarian Authoritarian

AI use (N) (N)

Cancer risk 2,006 981

Facial recognition in policing 1,029 1,034

Large language models 909 779

Loan repayment risk 926 915

Robotic care assistants 918 896

Welfare eligibility 897 884

Mental health chatbot 873 823

Driverless cars 987 973
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Table A.3 Linear regression of respondents’ net benefit scores

Facial recognition

for policing

Welfare

assessments

Cancer

diagnosis

Loan

assessments 

Left-right scale  0.18*** 0.32*** 0.08* 0.23***

(0.03) (0.04) (0.03) (0.03)

Libertarian-authoritarian scale 0.52** 0.40*** -0.05 0.21***

(0.03) (0.04) (0.03) (0.04)

Ethnicity (Neither Black nor Asian)         

Asian or Asian British  -0.39** 0.16 -0.22* 0.05

(0.09) (0.12) (0.10) (0.11)

Black or Black British -0.36* -0.20 -0.16 -0.03

(0.16) (0.21) (0.17) (0.19)

Whether the respondent has basic

digital skills (no digital skills)

       

Respondent has basic digital skills 0.31*** 0.06 0.03*** 0.28***

(0.06) (0.08) (0.07) (0.07)

Monthly equivalised household income

(Less than £1,500)

       

Monthly equalised household income is

more than £1,500

0.24*** 0.35*** 0.27*** 0.16**

(0.05) (0.07) (0.05) (0.06)

Age (aged 18-34)        

Aged 34-54 0.02 -0.19* -0.07 0.09

(0.06) (0.08) (0.07) (0.07)
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Aged 55+ 0.16** -0.13 0.18** 0.12

(0.06) (0.08) (0.07) (0.07)

Education (does not have a

degree)

       

Has a degree -0.11* 0.12 0.07 0.05

(0.05) (0.07) (0.05) (0.06)

Adjusted R squared 0.16 0.09 0.04 0.05

Unweighted base: 2,839 2,452 2,716 2,554

Large language

models

Mental health

chatbots

Robotic care

assistants

Driverless

cars

Left-right scale  0.11** 0.09* 0.09* 0.06

(0.04) (0.04) (0.04) (0.04)

Libertarian-authoritarian

scale

0.15*** 0.10* -0.02 -0.17***

(0.04) (0.04) (0.04) (0.04)

Ethnicity (Neither Black nor

Asian) 

       

Asian or Asian British  0.28* 0.38** 0.51*** 0.25

(0.11) (0.14) (0.13) (0.13)

Black or Black British 0.69*** 0.47* 0.18 0.09

(0.19) (0.23) (0.21) (0.22)

Whether the respondent

has basic digital skills (no

digital skills)

       

Respondent has basic digital

skills

0.30*** 0.02 0.45*** 0.20*
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(0.08) (0.09) (0.09) (0.09)

Monthly equivalised household income (Less than £1,500)        

Monthly equalised household income is more than £1,500 0.17** 0.15* 0.23** 0.26***

(0.06) (0.08) (0.07) (0.07)

Age (aged 18-34)        

Aged 34-54 0.02 -0.21* -0.05 0.16

(0.07) (0.08) (0.08) (0.09)

Aged 55+ -0.24** -0.16 -0.17* -0.16

(0.07) (0.09) (0.08) (0.08)

Education (does not have a degree)        

Has a degree -0.02 -0.10 0.27*** 0.24***

(0.06) (0.07) (0.07) (0.07)

Adjusted R squared 0.04 0.01 0.05 0.04

Unweighted base: 2,310 2,315 2,505 2,717

*=significant at 95% level 

**=significant at 99% level 

***=significant at 99.9% level
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Table A.4  Logistic regression of respondents’ references for regulation

Assurance that the AI

has been deemed

acceptable by a

government regulator

Laws and regulation that

prohibit certain uses of

technologies, and guide the use

of all AI technologies

Left-right scale`  -0.10* -0.12*

(0.05) (0.05)

Libertarian-authoritarian scale 0.01 -0.21***

(0.05) (0.06)

Ethnicity (Neither Black nor Asian)     

Asian or Asian British  0.29 -0.19

(0.15) (0.16)

Black or Black British -0.23 -0.02

(0.26) (0.29)

Whether the respondent has basic digital skills (no

digital skills)

   

Respondent has basic digital skills 0.31** 0.54***

(0.10) (0.10)

Monthly equivalised household income (Less than

£1,500)

   

Monthly equalised household income is more than

£1,500

0.50*** 0.52***

(0.08) (0.09)

Age (aged 18-34)    

Aged 34-54 0.08 0.24*
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(0.10) (0.11)

Aged 55+ 0.30** 0.43***

(0.10) (0.11)

Education (does not have a degree)    

Has a degree 0.29*** 0.22*

(0.08) (0.09)

Unweighted base: 2,979 2,979

*=significant at 95% level 

**=significant at 99% level 

***=significant at 99.9% level
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Footnotes
�� Studies have specifically been undertaken in the USA (O’Shaugnessy et al, 2023;

Yuang et al, 2023; Yang et al, 2023; Castelo & Ward, 2021), mainland Europe

(Hemesath and Tepe, 2024; Araujo et al, 2023; König et al, 2023), Israel (Gur et al,

2024), Taiwan (Wen and Chen, 2024) and Japan (Hemesath and Tepe, 2024). ↑

�� The survey is the second iteration of the How Do People Feel About AI? survey,

first conducted by the Ada Lovelace Institute and the Alan Turing Institute in

November 2022 and published in 2023. The two surveys measured people’s

awareness of and attitudes towards a range of different uses of AI. They also

asked people to state the specific concerns, if any, that they had with these

technologies, and the potential benefits they perceived. They were also asked how

they would like to see these technologies regulated and governed. The 2025

survey deliberately oversampled three underrepresented demographics who might

be expected to have differential experiences from AI: people from low-income

backgrounds; digitally excluded people; and people from minoritised ethnic

groups. ↑

�� Previous studies either examine broad conceptualisations of ‘AI’ (Wen & Chen,

2024; Yang et al., 2023) or focus on specific applications such as automated

decision making (ADM) (Araujo et al., 2023; Claudy et al., 2024; Gur et al., 2024),

autonomous vehicles (Mack et al, 2021), content moderation for social media

(Wang, 2023) and consumer-focused AI assistants (König et al, 2023). ↑

�� For details on preferences for other mechanisms to increase comfort with AI use,

see: https://attitudestoai.uk/findings-2025/governance-and-regulation#66464 ↑
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